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RESUMEN. Este artículo tiene como objetivo identificar los principios éticos fundamenta-
les, los mecanismos de gobernanza implementados y las brechas entre teoría y práctica 
en el uso de algoritmos en el sector bancario. Para ello, se realizó una revisión sistemática 
de la literatura siguiendo el protocolo de Kitchenham y Charters (2007) en cuatro bases 
de datos académicas (IEEE Xplore, ACM Digital Library, SpringerLink y Scopus), para lo 
cual se utilizaron cadenas de búsqueda estructuradas en inglés y español. Tras aplicar 
los criterios de inclusión y exclusión, se seleccionaron y analizaron veintiocho estudios 
primarios publicados entre el 2020 y el 2025. Los resultados revelan tensiones fundamen-
tales entre la justicia social y la eficiencia técnica, además de dificultades persistentes en 
términos de transparencia, equidad y privacidad. Se proponen estrategias regulatorias, 
institucionales y tecnológicas para fortalecer la aplicación ética de sistemas algorítmi-
cos y se enfatizan la supervisión humana, la trazabilidad y la experiencia del usuario. La 
investigación contribuye a establecer un marco de acción para avanzar hacia una inteli-
gencia artificial bancaria más responsable, legítima e inclusiva.

PALABRAS CLAVE: normas / regulaciones / aprendizaje automático / modelos 
predictivos / algoritmos adaptativos
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ETHICS AND ALGORITHMIC GOVERNANCE IN THE FINANCIAL 
SECTOR: A SYSTEMATIC REVIEW OF PRINCIPLES, GOVERNANCE, AND 
IMPLEMENTATION GAPS 

ABSTRACT. This article aims to identify the fundamental ethical principles, implemented 
governance mechanisms, and gaps between theory and practice in the use of algorithms 
within the banking sector. To this end, a systematic literature review was conducted 
following the protocol established by Kitchenham and Charters (2007), through searches 
in four academic databases (IEEE Xplore, ACM Digital Library, SpringerLink, and 
Scopus) using structured search strings in English and Spanish. After applying rigorous 
inclusion and exclusion criteria, 28 primary studies published between 2020 and 2025 
were selected and analyzed. The findings reveal fundamental tensions between social 
justice and technical efficiency, as well as persistent challenges in terms of transparency, 
fairness, and privacy. Regulatory, institutional, and technological strategies are proposed 
to strengthen the ethical deployment of algorithmic systems, emphasizing human 
oversight, traceability, and user experience. This research contributes to establishing 
a framework for advancing toward more responsible, legitimate, and inclusive artificial 
intelligence in banking.

KEYWORDS: norms / regulations / machine learning / predictive models / adaptive 
algorithms
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INTRODUCCIÓN

La incorporación de sistemas algorítmicos en el sector bancario ha transformado radi-
calmente la forma en que las instituciones financieras operan y toman decisiones. Desde 
la evaluación automatizada de solicitudes de crédito hasta la detección de fraudes en 
tiempo real y la personalización de productos financieros, la inteligencia artificial (IA) y el 
aprendizaje automático se han convertido en pilares fundamentales de la banca moderna 
y generan beneficios en eficiencia operativa y experiencia del cliente. Sin embargo, esta 
transformación plantea desafíos éticos complejos que trascienden lo técnico y que tienen 
efectos directos sobre la inclusión financiera, la transparencia, la equidad y la privacidad 
de millones de usuarios. Por ejemplo, algoritmos de scoring crediticio han sido cues-
tionados por perpetuar sesgos históricos contra grupos minoritarios; los sistemas de 
aprobación automatizada pueden denegar créditos sin explicaciones comprensibles; y el 
uso de grandes volúmenes de datos personales genera preocupaciones sobre privacidad 
y consentimiento informado, lo que revela tensiones fundamentales entre la eficiencia 
económica y la justicia social (Abbas, 2025; Nathim et al., 2024; Yang & Lee, 2024).

A pesar de que varias organizaciones internacionales, como la Organización para 
la Cooperación y el Desarrollo Económico (OCDE), y la literatura académica (Cath, 2018; 
Jobin et al., 2019) han planteado diversos marcos normativos y principios éticos, existe 
aún una notable diferencia entre los ideales normativos y su aplicación en situaciones 
reales en el sector bancario. En el contexto peruano, esta preocupación se refleja en 
avances regulatorios recientes como la Ley 31814, del 5 de julio del 2023, la cual busca 
promover el uso de la IA en favor del desarrollo económico y social del país, y, específica-
mente en el sector bancario, en el Reglamento de Gestión de Riesgos de Modelo emitido 
mediante Resolución SBS 00053-2023 el 6 de enero del 2023. Estos marcos norma-
tivos tienen antecedentes en la implementación de los acuerdos de regulación bancaria 
de Basilea II a través del Reglamento para el Requerimiento de Patrimonio Efectivo por 
Riesgo de Crédito, aprobado por la Resolución SBS 14354-2009, del 30 de octubre del 
2009, contexto en el cual Rayo, Lara y Camino (2010) ya identificaban tensiones entre 
eficiencia algorítmica y equidad en la evaluación crediticia de poblaciones vulnerables, 
desafíos que se mantienen vigentes con los sistemas de IA contemporáneos.

Este artículo analiza de manera crítica las brechas que aún existen entre la práctica y 
la teoría, los principios éticos más importantes en el diseño de algoritmos bancarios y los 
mecanismos de gobernanza sugeridos para reducir riesgos. Para estructurar este análisis, 
se plantean tres preguntas de investigación: ¿qué principios éticos se consideran priori-
tarios en el diseño y aplicación de algoritmos en el sector bancario? (PI1), ¿qué mecanismos 
de gobernanza algorítmica se han propuesto o implementado en instituciones bancarias 
para mitigar riesgos éticos? (PI2) y ¿qué brechas existen entre la teoría ética y la práctica 
algorítmica en el sector bancario, y cómo podrían abordarse? (PI3). Estas preguntas guían 
la revisión sistemática de la literatura y permiten identificar áreas de mejora, conflictos 
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operativos y tensiones estructurales a través del análisis de veintiocho estudios primarios, 
publicados entre el 2020 y el 2025, con el propósito de avanzar hacia una IA bancaria más 
equitativa, responsable y transparente. El análisis se concentra especialmente en destacar 
los desafíos que enfrentan las instituciones financieras al intentar equilibrar la eficiencia 
técnica con la justicia social, en un entorno regulatorio que sigue evolucionando. 

El artículo se estructura de la siguiente manera: la sección de metodología describe 
detalladamente el método de revisión sistemática empleado, lo que incluye las preguntas 
de investigación, las fuentes de datos, las cadenas de búsqueda y el proceso de selección 
de estudios; la sección de discusión de resultados los aborda según las tres preguntas 
de investigación planteadas; a continuación, la sección siguiente expone las implicancias 
prácticas a nivel institucional, regulatorio y tecnológico; y, finalmente, la sección de cierre 
ofrece las conclusiones y recomendaciones derivadas del análisis realizado.

METODOLOGÍA

Esta investigación se basa en la metodología de revisión sistemática de literatura (RSL) 
propuesta por Kitchenham y Charters (2007), que cuenta con un amplio reconocimien-
to en las investigaciones sobre ingeniería del software y que se ha adaptado aquí para 
el campo interdisciplinario de la ética algorítmica aplicada a la banca digital. Una RSL 
es, de acuerdo con estos autores, “a means of evaluating and interpreting all available 
research relevant to a particular research question, topic area, or phenomenon of interest 
[una herramienta para determinar, analizar e interpretar toda la investigación disponible 
que sea pertinente a una cuestión de investigación particular, un tema o un fenómeno 
de interés]” (Kitchenham & Charters, 2007, p. iv). Este enfoque posibilita asegurar la 
rigurosidad metodológica, la reproducibilidad y la trazabilidad en el desarrollo del marco 
teórico.

Definición de las preguntas de investigación

Para estructurar el análisis crítico de la literatura técnica, se proponen tres preguntas 
guía (véase la Tabla 1).

Tabla 1
Preguntas de investigación

Referencia Pregunta Propósito

PI1 ¿Qué principios éticos se consideran 
prioritarios en el diseño y aplicación 
de algoritmos en el sector bancario?

Determinar los principios básicos (por ejemplo, 
la privacidad, la transparencia y la equidad) que 
orientan el progreso algorítmico en ámbitos 
financieros.

(continúa)
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Referencia Pregunta Propósito

PI2 ¿Qué mecanismos de gobernanza 
algorítmica se han propuesto o 
implementado en instituciones 
bancarias para mitigar riesgos 
éticos?

Investigar el uso de marcos regulatorios, 
auditorías algorítmicas, comités éticos y prácticas 
de rendición de cuentas en la industria.

PI3 ¿Qué brechas existen entre la teoría 
ética y la práctica algorítmica en el 
sector bancario, y cómo podrían 
abordarse?

Identificar contradicciones entre lo que se declara 
como principio y lo que realmente se implementa, 
sugiriendo áreas de investigación o mejora.

El objetivo de esta revisión sistemática es examinar cómo los principios éticos y 
los mecanismos de gobernanza algorítmica interactúan en el sector bancario con el fin 
de detectar oportunidades, tensiones y perspectivas para la aplicación responsable de 
sistemas algorítmicos en entornos financieros, en particular aquellas vinculadas con 
la experiencia del usuario y la trazabilidad institucional. Estas preguntas posibilitan la 
articulación de la revisión desde un enfoque interdisciplinario que incorpora aspectos 
técnicos, normativos y experienciales. Asimismo, ayudan a identificar huecos teóricos y 
prácticos que podrían guiar futuras investigaciones y propuestas de gobernanza algorít-
mica con enfoque en el usuario.

Definición de fuentes de datos

Con el fin de asegurar la pertinencia, calidad y trazabilidad de los estudios que forman 
parte de esta revisión sistemática, se escogieron repositorios académicos reconoci-
dos internacionalmente c que proporcionan literatura acerca de la ética algorítmica, 
la gobernanza digital y su implementación en el ámbito bancario. Los repositorios se 
seleccionaron tomando en cuenta la seriedad con que evalúan el respaldo editorial y 
la política de revisión por pares de las publicaciones que indexan, así como su enfoque 
interdisciplinario. Los repositorios escogidos facilitan la consulta de libros especializa-
dos, artículos de revistas, documentos regulatorios, informes técnicos y artículos de 
congresos (véase la Tabla 2). Esta variedad de fuentes garantiza una visión integral del 
fenómeno analizado, lo que permite incorporar puntos de vista desde la ética computa-
cional, la ingeniería de sistemas, la regulación financiera y la experiencia del usuario.

Tabla 2
Fuentes de datos

Repositorio Tipo de contenido

IEEE Xplore Artículos de congresos y revistas sobre sistemas algorítmicos, gobernanza 
tecnológica y banca digital

(continuación)

(continúa)
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Repositorio Tipo de contenido

ACM Digital Library Estudios sobre ética computacional, diseño responsable de algoritmos y 
arquitectura de sistemas

Repositorio Tipo de contenido

SpringerLink Publicaciones sobre regulación financiera, IA explicable (XAI) y ética digital

Scopus Artículos multidisciplinarios que integran tecnología, ética y economía 
bancaria

Establecimiento de cadenas de búsqueda

Se establecieronn términos fundamentales en inglés y español, vinculados con la ética 
algorítmica, la IA y la banca digital, para poder recuperar investigaciones relevantes que 
respondan a las cuestiones de investigación planteadas. Estos términos se utilizan en 
los títulos, resúmenes y palabras clave de los repositorios elegidos. Con el fin de orga-
nizar las búsquedas, se utilizaron operadores booleanos (OR, AND) que posibilitan la 
combinación de conceptos y una mayor cobertura temática.

Validación de cadenas de búsqueda

Las cadenas se validaron mediante una prueba piloto en dos fases: primero, se ejecu-
taron búsquedas preliminares en Scopus con diferentes combinaciones de términos 
que arrojaban resultados más pertinentes a las preguntas de investigación; segundo, 
se verificó que artículos seminales reconocidos (como Cath, 2018 o Jobin et al., 2019) 
fueran recuperados, lo que confirmaba la sensibilidad de las cadenas. Los sinónimos se 
consideran adecuados por tres razones: reflejan la terminología empleada en la literatu-
ra del área; capturan variaciones lingüísticas comunes (por ejemplo, AI versus artificial 
intelligence); y combinan términos generales y especializados, lo que asegura la cober-
tura de estudios teóricos y aplicados.

Estructura lógica aplicada

Para combinar conceptos y garantizar que los términos se presenten en por lo menos 
uno de los campos principales (título, resumen o palabras clave), se usaron operadores 
booleanos para formular las cadenas. Este es un ejemplo de la estructura empleada:

En español:

((título or resumen or palabras-clave):

(“ética algorítmica” OR “sesgo algorítmico” OR “transparencia algorítmica” OR 
“gobernanza algorítmica” ))

(continuación)
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AND

((título or resumen or palabras-clave):

(“inteligencia artificial” OR “IA” OR “aprendizaje automático” OR “machine learning” 
OR

“IA explicable” OR “XAI” ))

AND

((título or resumen or palabras-clave):

(“banca digital” OR “sector bancario” OR “sector financiero” OR “servicios finan-
cieros” OR “fintech” ))

En inglés:

((title or abstract or keywords):

(“algorithmic ethics” OR “algorithmic bias” OR “algorithmic transparency” OR “algo-
rithmic governance”))

AND

((title or abstract or keywords):

(“artificial intelligence” OR “AI” OR “machine learning” OR “explainable AI” OR “XAI”))

AND

((title or abstract or keywords):

(“digital banking” OR “banking sector” OR “financial sector” OR “financial services” 
OR “fintech”))

Ejecución de consultas

Con el propósito de identificar estudios relevantes que aborden las preguntas de inves-
tigación formuladas, se determinan criterios de inclusión y exclusión para definir el 
corpus analítico (véase la Tabla 3). Estos criterios se implementan en simultáneo al 
proceso de búsqueda en los repositorios elegidos y según las cadenas de búsqueda 
establecidas en ambas lenguas (español e inglés).

Tabla 3
Criterios de inclusión y exclusión

Criterios de inclusión Criterios de exclusión

Artículos publicados entre el 1/1/2020 y el 
30/7/2025

Publicaciones fuera del periodo establecido

Idioma: español o inglés Idiomas distintos al español o inglés
(continúa)
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Estudios que incluyan las cadenas de búsqueda 
en título, resumen o palabras clave

Artículos que no contengan los términos definidos

Publicaciones revisadas por pares o con respaldo 
institucional

Documentos sin revisión académica o sin 
respaldo editorial

Relevancia temática: ética algorítmica, 
gobernanza digital, banca, IA

Estudios centrados en otros sectores o sin vínculo 
con algoritmos

Las siguientes bases de datos son las que se utilizan para ejecutar las consultas: 
Scopus, SpringerLink, ACM Digital Library e IEEE Xplore. Se utilizan filtros por idioma, 
fecha y tipo de documento en cada uno de ellos, y los resultados se exportan para su 
depuración. Como resultado, se obtuvo 148 artículos de dichas bases de datos (véase 
la Tabla 4). 

Tabla 4 
Resultados de la primera ejecución

Repositorio Cantidad de resultados

IEEE Xplore 18

ACM Digital Library 96

SpringerLink 17

Scopus 17

Total 148

Proceso de selección de estudios

Esta sección expone cómo se lleva a cabo la selección de los estudios primarios, lo cual 
comprende descartar duplicados, examinar títulos y resúmenes, así como leer en su 
totalidad los artículos más importantes. 

Se definieron parámetros para sustentar la validez interna y externa de la selección 
de los estudios. La validez interna se garantizó mediante los criterios de inclusión y 
exclusión predefinidos aplicados uniformemente; y mediante la revisión cruzada entre 
dos autores y la evaluación consensuada para resolver discrepancias. Por su parte, la 
validez externa se sustenta en cuatro bases de datos multidisciplinarias (IEEE Xplore, 
ACM, SpringerLink, Scopus); en la inclusión bilingüe (inglés y español); y en el periodo 
de cinco años (2020-2025) que captura el debate reciente sobre IA y ética en la banca, lo 
cual permite la transferibilidad a contextos bancarios globales contemporáneos.

Como parte del protocolo metodológico, se definió un proceso de selección que 
consta de cinco fases. El objetivo global de este proceso es asegurar la relevancia 
temática, la calidad y la pertinencia de las investigaciones incluidas en la revisión 
sistemática. Cada fase funciona como un filtro que depura el corpus inicial que ha 

(continuación)
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sido obtenido al realizar consultas. Las fases del procedimiento de selección son las 
siguientes:

	• Fase 1: implementación de la cadena de búsqueda en los repositorios esco-
gidos. Se ejecutan las búsquedas en los cuatro repositorios seleccionados, 
para lo cual se emplean los términos en inglés y español en las secciones de 
título, resumen y palabras clave.

	• Fase 2: supresión de los estudios duplicados. Se eliminan los artículos que 
aparecen en más de un repositorio para prevenir sesgos por repetición.

	• Fase 3: análisis preliminar a partir del título, las palabras clave y el resumen. 
Se lleva a cabo una lectura superficial con el fin de eliminar estudios que 
no traten directamente sobre la ética algorítmica, la gobernanza digital o el 
sector bancario.

	• Fase 4: lectura parcial (introducción, conclusiones y resultados). Se analizan 
los segmentos fundamentales de los artículos con el fin de determinar su 
adecuación a las preguntas de investigación, así como su aplicabilidad y 
profundidad teórica.

	• Fase 5: lectura total de los artículos escogidos. Se lleva a cabo una lectura 
exhaustiva de las investigaciones que pasaron las etapas previas, con el obje-
tivo de corroborar su inclusión como estudios primarios (véase la Tabla 5).

Tabla 5 
Resultados del proceso de selección

Repositorio Periodo Resultados iniciales Estudios primarios

IEEE Xplore 2020-2025 18 8

ACM Digital Library 2020-2025 96 7

SpringerLink 2020-2025 17 6

Scopus 2020-2025 17 7

Total - 148 28

Los veintiocho estudios se analizaron mediante un proceso sistemático en tres 
etapas. En la primera etapa de análisis, cada artículo fue leído completamente y 
se extrajo información específica según las preguntas de investigación: para PI1, se 
identificaron y listaron todos los principios éticos mencionados (como equidad, trans-
parencia, privacidad) junto con las definiciones operativas propuestas por los autores; 
para PI2, se documentaron los mecanismos de gobernanza descritos y se indicó si 
eran propuestas teóricas o implementaciones empíricas en instituciones bancarias; y 
para PI3, se registraron las brechas específicas reportadas entre lo que se propone en 
términos éticos y lo que realmente se implementa. 
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En la segunda etapa, se realizó un análisis comparativo cruzado entre los vein-
tiocho estudios, y se contrastó cómo diferentes autores definen conceptos clave 
(por ejemplo, qué entiende cada uno por equidad algorítmica), qué evidencia empírica 
presentan (estudios de caso, experimentos, encuestas) y qué soluciones proponen. En 
la tercera etapa, los hallazgos se sintetizaron mediante la identificación de cuáles prin-
cipios, mecanismos y brechas aparecen con mayor frecuencia en la literatura, cuáles 
generan consenso y cuáles muestran posturas divergentes. Adicionalmente, se identi-
ficó el tema principal de cada artículo (véase la Tabla 6). Los resultados organizados por 
pregunta de investigación se presentan en la siguiente sección.
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DISCUSIÓN DE RESULTADOS

Se llevó a cabo un análisis basado en veintiocho investigaciones primarias que fueron 
elegidas por medio del protocolo de revisión sistemática, lo cual posibilita el segui-
miento de la progresión del interés académico sobre la ética algorítmica en el sector 
bancario. De acuerdo con los criterios de inclusión establecidos, esta revisión cubre el 
quinquenio que va del 2020 al 2025. Las publicaciones anuales muestran una concen-
tración importante en los años 2024 y 2025, lo que indica un aumento reciente en la 
producción científica relacionada con el asunto. En comparación, los años pasados 
presentan un número menor de investigaciones, lo cual puede sugerir que la discusión 
ética sobre IA en el ámbito bancario ha cobrado impulso únicamente en periodos más 
recientes (véase la Tabla 7).

Tabla 7
Distribución de estudios primarios por año de publicación

Año Cantidad de estudios Porcentaje aproximado

2021 1 3,6

2022 3 10,7

2023 2 7,1

2024 11 39,3

2025 11 39,3

Total 28 100

Los estudios primarios ofrecen definiciones operativas que hacen posible tratar 
con exactitud las preguntas de investigación. En la literatura aparecen conceptos tales 
como sesgo, gobernanza, inclusión financiera, explicabilidad, equidad algorítmica e IA 
responsable, los cuales han sido formulados por autores que han elaborado marcos 
teóricos y métricas que pueden ser aplicadas al sector bancario. El análisis ético del 
uso algorítmico en servicios financieros se basa en estas definiciones, las cuales se han 
tomado de fuentes indexadas directamente.

	• IA responsable: capacidad institucional para poner en marcha modelos de 
IA que sean transparentes en cuanto a sus entradas y salidas, lo cual favo-
rece la justicia y reduce el sesgo. Fuera del mundo de la IA, una analogía de 
este concepto podría ser la de un auditor ético que, además de examinar 
cuentas, explica cada determinación contable ante los interesados (Ratzan 
& Rahman, 2024).

	• Equidad algorítmica: principio que, de acuerdo con la Ley de Igualdad de 
Oportunidades de Crédito (Equal Credit Opportunity Act, ECOA), requiere 
trato justo para cada persona que se ve afectada por decisiones algorítmicas. 
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Fuera del mundo de la IA, una analogía de este concepto podría ser la de 
un jurado que examina a cada candidato sin prejuicios, lo que asegura la 
equidad de oportunidades (Ratzan & Rahman, 2024).

	• Sesgo algorítmico: fenómeno que es inversamente proporcional a la 
equidad, lo que significa que, a más sesgo, menos justicia en los resultados. 
Fuera del mundo de la IA, una analogía de este concepto podría ser la de 
una balanza mal calibrada que, de manera sistemática, favorece a un lado y 
distorsiona la opinión (Nathim et al., 2024; Ratzan & Rahman, 2024).

	• Explicabilidad algorítmica: habilidad de los sistemas de IA para defender 
sus decisiones, lo cual permite la auditoría ética y la corrección de sesgos. 
Fuera del mundo de la IA, una analogía de este concepto podría ser la de 
un juez que justifica cada sentencia con argumentos verificables y claros 
(Mishra et al., 2024; Ratzan & Rahman, 2024).

	• Gobernanza algorítmica: conjunto de prácticas éticas que abarcan la diver-
sidad, auditorías, liderazgo responsable y coordinación entre sectores. 
Fuera del mundo de la IA, una analogía de este concepto podría ser la de una 
constitución organizativa que controla la conducta de los sistemas autó-
nomos (AL-Ghuribi et al., 2025; Porwal, 2025; Swapna et al., 2024).

	• Inclusión financiera: una meta ética que intenta extender el acceso equita-
tivo a servicios financieros a través de una IA justa y transparente. Fuera del 
mundo de la IA, una analogía de este concepto podría ser la de una puerta 
automática que se abre para todo el mundo sin distinción de aspecto o ante-
cedentes (Yang & Lee, 2024).

La discusión se organiza según las tres interrogantes de investigación propuestas 
e incorpora los descubrimientos más significativos de los veintiocho estudios primarios 
elegidos. Se examinan los principios éticos fundamentales, las estructuras de gober-
nanza algorítmica puestas en marcha en la industria bancaria y las discrepancias entre 
teoría y práctica, con un particular énfasis en la experiencia del usuario y en la trazabil-
idad institucional.

PI1: ¿qué principios éticos se consideran prioritarios en el diseño y aplicación de 
algoritmos en el sector bancario?

La equidad se destaca como el principio ético más importante en la elaboración de algo-
ritmos bancarios. Según Ratzan y Rahman (2024), la equidad es el fundamento de una 
IA responsable, alineada con la Ley de Igualdad de Oportunidades de Crédito. Nathim et 
al. (2024) muestran que es posible disminuir los sesgos en un 23 %, lo cual mejora las 
métricas de equidad; aunque esto implica una disminución de la precisión de hasta el 
9 %, lo cual pone de manifiesto un conflicto estructural entre la eficiencia técnica y la 
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justicia social. Abbas (2025) se adentra en este asunto al ilustrar cómo los algoritmos 
de puntuación crediticia perpetúan las disparidades educativas, al aprobar a solici-
tantes con escasa educación tres veces menos que a los demás, aunque tengan tasas 
parecidas de falsos positivos.

La transparencia es un principio adicional que hace más fácil la evaluación de la 
equidad. La explicabilidad algorítmica fomenta la voluntad institucional de reducir los 
sesgos, según Ratzan y Rahman (2024). Yang y Lee (2024) corroboran que cuando los 
niveles de transparencia y legitimidad aumentan, se optimizan el grado de satisfacción 
del usuario, la percepción de equidad y su inclinación a sugerir servicios financieros 
fundamentados en IA.

Otro eje ético esencial es la privacidad de los datos. Purwar et al. (2024) defienden 
la implementación de procedimientos abiertos y normas más rigurosas para reforzar la 
confianza del público hacia sistemas automatizados; a su vez, Ratzan y Rahman (2024) 
la relacionan con la calidad de los datos.

La responsabilidad organizacional implica cambios en la estructura. Sobre la base 
de la perspectiva de Ratzan y Rahman (2024), quienes han subrayado la importancia 
del liderazgo ético, la diversidad y la capacitación, Porwal (2025) sugiere añadir la 
realización de auditorías periódicas y una coordinación entre los actores técnicos, finan-
cieros y regulatorios. De otro lado, la inclusión financiera representa simultáneamente 
una promesa y un peligro. Yang y Lee (2024) advierten que el sesgo algorítmico puede 
agravar la exclusión, por lo cual es necesario establecer sistemas que promuevan acti-
vamente la equidad y que eviten la discriminación directa.

Aunque se discute menos, la solidez técnica es fundamental. AL-Ghuribi et al. 
(2025) la consideran uno de los principios fundamentales de la ética, al reconocer que 
los errores técnicos pueden causar perjuicios palpables a los usuarios.

La literatura muestra que estos principios constituyen un sistema interdependiente. 
Nathim et al. (2024) indican que llegar a la justicia sin renunciar a la eficacia continúa 
siendo un desafío. Por su parte, Abbas (2025) hace una distinción entre equidad expe-
riencial y equidad estadística, y enfatiza que las métricas no reflejan completamente 
lo que el usuario experimenta. Para que los algoritmos bancarios se implementen de 
manera ética es necesario un balance entre la adaptación regulatoria, la innovación 
tecnológica y el cambio organizacional.

Afrin et al. (2025) señalan que la integración de IA con automatización robótica en 
el sector financiero plantea dilemas éticos significativos que deben abordarse desde el 
diseño y la implementación responsable. En línea con esta perspectiva, Akre et al. (2024) 
destacan que la calidad de los datos, la privacidad, la rendición de cuentas, la transpar-
encia y la objetividad son principios éticos esenciales para desarrollar sistemas FinTech 
confiables y justos.
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Estos principios adquieren particular relevancia en contextos de inclusión finan-
ciera, respecto a los cuales Yasir et al. (2022) argumentan que el uso de IA requiere 
marcos regulatorios que garanticen la equidad, la transparencia y la protección de los 
usuarios. Complementariamente, Lopes et al. (2025) identifican que la confianza del 
usuario en la banca móvil impulsada por IA depende de la seguridad, la ética del diseño 
y la calidad del servicio percibida, elementos que se extienden también a innovaciones 
emergentes como las monedas digitales, respecto a cuyo desarrollo Liu et al. (2025) 
sostienen que debe considerar principios éticos que equilibren innovación y protección 
del consumidor.

Un aspecto crítico que atraviesa estos principios es la gestión de sesgos algorít-
micos. Ibrahim et al. (2024) proponen lineamientos éticos y regulatorios para mitigar 
sesgos en los servicios financieros basados en IA, lo cual incluye sesgos vinculados al 
género, la raza y la edad. Profundizando en esta problemática, Ponmalar et al. (2025) 
destacan tres fuentes críticas de sesgo —de datos, algorítmico e interactivo— que deben 
ser gestionadas mediante estrategias de equidad, transparencia y rendición de cuentas 
en la banca digital.

PI2: ¿qué mecanismos de gobernanza algorítmica se han propuesto o implementado 
en instituciones bancarias para mitigar riesgos éticos?

Las entidades bancarias han empezado a implementar sistemas de gobernanza algorít-
mica para reducir los riesgos éticos. Porwal (2025) plantea un sistema integral que tiene 
como objetivo la incorporación de la IA generativa de manera segura y legal, mediante 
auditorías periódicas, vigilancia constante y coordinación entre diversos sectores. Esta 
perspectiva admite que una gobernanza efectiva necesita de la cooperación entre las 
entidades financieras, los reguladores y los desarrolladores, así como de un monitoreo 
dinámico.

Ratzan y Rahman (2024) crean una herramienta para evaluar la madurez de la IA 
responsable, lo que incluye aspectos tales como la seguridad, la privacidad, el compro-
miso organizacional, la equidad y la explicabilidad. Aunque afronta retos operativos 
en contextos con recursos limitados, su aplicación en bancos de los Estados Unidos 
demuestra validez empírica. 

Nathim et al. (2024) sugieren marcos adaptativos que equilibran el rendimiento 
y la equidad, los cuales se fundamentan en una revisión sistemática y en pruebas con 
algoritmos de aprendizaje automático. Sus descubrimientos resaltan la importancia 
de soluciones específicas por dominio y escalables. Swapna et al. (2024) documentan 
los principios internacionales de la OCDE, los cuales buscan fomentar la innovación, 
salvaguardar a los consumidores y disminuir riesgos; sin embargo, admiten que los 
sistemas adaptativos enfrentan retos regulatorios no solucionados.



Interfases n.o 22, diciembre 2025176

L. E. Cepeda, .M. P. Véliz

Yang y Lee (2024) evidencian que la impresión de equidad de los usuarios se ve 
directamente afectada por la transparencia, la responsabilidad y la legitimidad algorít-
mica, lo cual indica que es necesario comunicar adecuadamente los mecanismos. Ilari 
et al. (2023) sugieren una perspectiva de ética por diseño, la cual involucra la incorpo-
raciónde los principios éticos desde las etapas tempranas del desarrollo algorítmico. 

Por su parte, Abbas (2025) enfatiza la importancia de incluir indicadores conduc-
tuales en los modelos de crédito para abordar diferencias sociotécnicas, lo cual 
demuestra una falta de alineación entre las percepciones de justicia y los criterios 
algorítmicos.

Purwar et al. (2024) destacan que es importante tener reglas rigurosas para proteger 
los datos personales y más transparencia en los procedimientos de cumplimiento. 
AL-Ghuribi et al. (2025) destacan la importancia de la cooperación multisectorial para 
reforzar la gobernanza ética y fomentar la educación.

La literatura admite que, a pesar de su diversidad, estos mecanismos afrontan 
retos constantes. Abbas (2025) indica que la equidad estadística no asegura la equidad 
a nivel de experiencia, mientras que Nathim et al. (2024) advierten acerca de la dificultad 
para alcanzar sistemas justos y eficaces. El éxito de la gobernanza algorítmica se basa 
en su puesta en marcha coordinada y su adecuación a situaciones particulares.

La implementación de mecanismos de gobernanza algorítmica en instituciones 
bancarias requiere estructuras organizacionales y regulatorias robustas. Afrin et al. 
(2025) señalan que la integración de IA y la automatización robótica en instituciones 
financieras exigen mecanismos éticos de supervisión para equilibrar eficiencia oper-
ativa y responsabilidad social. Esta perspectiva se concreta operativamente cuando 
Akre et al. (2024) subrayan la importancia de estructuras de gobernanza que aseguren 
privacidad, rendición de cuentas y transparencia en el desarrollo y despliegue de IA en 
sistemas FinTech.

Avanzando hacia modelos de supervisión más dinámicos, Panda et al. (2025) 
enfatizan la necesidad de auditorías periódicas, supervisión continua y colaboración 
entre bancos, programadores y organismos reguladores para garantizar el uso respons-
able de la IA. Estos mecanismos prácticos se fundamentan en los principios que Schedl 
et al. (2022) proporcionan desde una perspectiva interdisciplinaria sobre la equidad, la 
no discriminación y la transparencia en los sistemas de IA, de lo que resultan implica-
ciones éticas y regulatorias relevantes para el ámbito financiero.

PI3: ¿qué brechas existen entre la teoría ética y la práctica algorítmica en el sector 
bancario, y cómo podrían abordarse?

En el ámbito bancario, la brecha entre la teoría ética y la práctica algorítmica se mues-
tra en varios niveles. Abbas (2025) demuestra que, aunque los algoritmos bancarios 
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pueden parecer justos según sus cálculos, eso no significa que las personas los perc-
iban como justos. Por ejemplo, un sistema que se enfoca en cuánto gana alguien puede 
ignorar si esa persona paga sus deudas puntualmente. Esto puede hacer que las deci-
siones del banco parezcan injustas para los usuarios.

Según Nathim et al. (2024), optimizar las métricas de equidad puede disminuir los 
sesgos, aunque esto implica una disminución de la precisión. Esto pone de manifiesto 
un conflicto entre la eficiencia y la justicia. Por otro lado, incluso cuando hay políticas 
formales, las presiones comerciales pueden desalentar la implementación ética. 
Swapna et al. (2024) afirman que los marcos regulatorios existentes no están equi-
pados para supervisar algoritmos adaptativos, cuya evolución dinámica sobrepasa las 
habilidades de control convencionales. Abbas (2025) también alerta de que la carencia 
de diversidad en los datos empleados dificulta la evaluación de la equidad intersec-
cional y perpetúa las exclusiones a nivel sistémico. Yang y Lee (2024) demuestran que 
la implementación de criterios de transparencia, a pesar de que mejora la percepción 
de equidad, encuentra dificultades técnicas y organizacionales, sobre todo en modelos 
complejos. Por último, Ratzan y Rahman (2024) crean un instrumento para evaluar la 
madurez ética de la IA, pero su implementación práctica se ve restringida debido a la 
resistencia institucional y a la escasez de recursos.

Se han sugerido estrategias adicionales para tratar estas brechas. Nathim et al. 
(2024) proponen marcos de trabajo adaptativos que incorporen la equidad sin afectar el 
desempeño. Según Abbas (2025), los modelos de crédito deben incluir indicadores de 
comportamiento. Porwal (2025) sugiere la supervisión de sistemas evolutivos a través 
de auditorías periódicas y vigilancia constante. AL-Ghuribi y sus colegas (2025) subrayan 
la relevancia de trabajar en colaboración entre distintos sectores para compartir 
saberes y responsabilidades. Purwar et al. (2024) sugieren consolidar la administración 
de información y crear tecnologías predictivas éticas. Ilari et al. (2023), por su parte, 
aconsejan incorporar la ética desde la etapa del diseño. Para cerrar estas brechas, es 
imprescindible implementar reformas en el sistema que unan la innovación tecnológica 
con cambios en lo cultural, lo organizacional y lo regulador. Solo de esta forma podrán 
las instituciones bancarias alinear sus prácticas algorítmicas con los principios éticos 
que proclaman.

La literatura evidencia múltiples brechas entre la teoría ética y la práctica algorít-
mica en el sector bancario, las cuales se manifiestan en distintas dimensiones. A nivel 
global, Yin et al. (2025) muestran que, aunque países líderes como China y los Estados 
Unidos avanzan rápidamente en la aplicación ética de la IA en finanzas, los países en 
desarrollo enfrentan desafíos significativos en su adopción práctica, lo cual releva 
disparidades geográficas en la implementación de principios éticos. Esta brecha no se 
limita a diferencias entre países, sino que permea las organizaciones mismas. Jantunen 
et al. (2024) revelan una desconexión entre la comprensión teórica de la ética de la IA 
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y su aplicación práctica en el sector financiero, lo que limita la adopción de buenas 
prácticas. Este fenómeno se explica parcialmente por lo que Kasinidou et al. (2024) 
evidencian: la falta de formación y recursos especializados sobre ética de la IA, lo cual 
obstaculiza su aplicación efectiva en instituciones financieras y educativas.

Las barreras operativas también contribuyen a esta brecha. Batiz-Lazo et al. (2022) 
encuentran que muchos bancos aún no aplican IA en procesos internos por razones 
éticas y técnicas, lo que refleja la persistencia de enfoques tradicionales y la falta de 
confianza en los algoritmos. Similarmente, Abdurashidova y Balbaa (2024) señalan que 
la banca enfrenta barreras éticas y operativas como la protección de datos y la falta de 
personal capacitado para implementar IA responsablemente.

Ante este panorama, emerge un consenso sobre la necesidad de marcos regulatorios 
actualizados. Singh et al. (2024) resaltan la urgencia de regulaciones justas y del desar-
rollo ético de IA que mantenga principios legales fundamentales en contextos financieros 
digitalizados. En esta línea, Kahyaoglu (2021) advierte que la digitalización financiera con 
IA introduce nuevos riesgos éticos y monetarios, lo que exige redefinir funciones regula-
torias y de supervisión. Finalmente, Kaponis y Maragoudakis (2022) analizan los desafíos 
éticos y legales que la IA plantea al marketing digital financiero, y destacan la necesidad de 
un marco normativo adaptado a las realidades emergentes del sector.

IMPLICANCIAS PRÁCTICAS

Los resultados de esta revisión sistemática tienen importantes implicaciones prácticas 
para la formulación, ejecución y supervisión de sistemas algorítmicos en el ámbito bancar-
io. La finalidad de traducir los principios éticos en prácticas específicas que mejoren la 
legitimidad, la transparencia y la experiencia del cliente es lo que motiva la agrupación 
de estas implicancias en tres ámbitos de acción: institucional, regulatorio y tecnológico.

En el ámbito institucional

Los bancos tienen que incorporar una cultura organizacional enfocada en la ética 
algorítmica. Lo pueden hacer a través de la inclusión de principios como la trazabilidad 
de decisiones, la explicabilidad contextual y la equidad experiencial en sus procedimien-
tos internos. Esto significa:

	• Establecer un comité de gobernanza algorítmica o un área especializada 
con autoridad formal para diseñar directivas institucionales, supervisar el 
desarrollo e implementación de modelos de IA y controlar su desempeño 
ético continuo. Este comité debe integrar perfiles técnicos, legales, éticos 
y de experiencia de usuario (AL-Ghuribi et al., 2025; Porwal, 2025; Swapna 
et al., 2024), y debe garantizar que las decisiones algorítmicas se alineen 
con los principios institucionales y los marcos regulatorios vigentes. En 
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el contexto peruano, esto implica el cumplimiento de la Resolución SBS 
00053-2023 sobre la gestión de riesgos de modelo.

	• Poner en marcha protocolos de documentación algorítmica que recojan 
cada fase del ciclo de vida del sistema (Porwal, 2025).

	• Fomentar la capacitación ética a través de equipos operativos, jurídicos y 
técnicos (Sharma & Preet, 2025).

Estas medidas no solo reducen los riesgos de reputación y regulación, sino que 
también aumentan la confianza del cliente en los procesos automatizados.

En el ámbito regulatorio

Los organismos de supervisión deberían avanzar hacia marcos regulatorios flexibles que 
se desarrollen paralelamente a la tecnología. Lo que se deriva de la regulación incluye:

	• Demandar auditorías algorítmicas regulares, internas y externas, que se 
centren en sesgos, explicabilidad y supervisión por parte de humanos 
(Ratzan & Rahman, 2024).

	• Distinguir entre usuarios técnicos y no técnicos y establecer mínimos de 
explicabilidad para las interfaces bancarias que emplean IA (Yang & Lee, 
2024).

Estas acciones posibilitarían disminuir la fragmentación normativa y asegurar una 
gobernanza algorítmica más efectiva y coherente.

En el ámbito tecnológico

Desde un punto de vista técnico, los creadores de sistemas algorítmicos deben imple-
mentar, durante la fase del diseño, mecanismos que pongan en funcionamiento los 
principios éticos. Las sugerencias comprenden:

	• Implementar criterios de equidad experiencial en la validación de modelos, 
además de las métricas estadísticas convencionales (Abbas, 2025).

	• Crear interfaces interactivas que sean explicativas y que posibiliten al 
usuario entender, cuestionar y rectificar decisiones automatizadas.

Estas prácticas técnicas, además de mejorar la transparencia y la sencillez de 
uso, permiten que los auditores y reguladores efectúen una supervisión más eficaz. En 
suma, estas implicaciones prácticas brindan un mapa de ruta para progresar hacia una 
IA en el sector bancario que sea más ética, comprensible y enfocada en el usuario. Su 
adopción ayudaría a disminuir la diferencia entre teoría y práctica, al robustecer la legit-
imidad de las instituciones y la resiliencia tecnológica en un ambiente financiero que se 
automatiza más cada día.
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CONCLUSIONES

La revisión sistemática posibilitó detectar, examinar y comparar los mecanismos de gober-
nanza algorítmica más significativos, los principios éticos prioritarios y las principales 
discrepancias entre la teoría y la práctica en el empleo de IA en el sector bancario. Los 
trabajos iniciales que se han elegido muestran una inquietud cada vez mayor acerca de la 
validez institucional de los sistemas automatizados, especialmente en situaciones en las 
que los derechos básicos de los usuarios son impactados por decisiones algorítmicas.

Para empezar, los principios éticos fundamentales —responsabilidad institucional, 
transparencia, privacidad y equidad— deben implementarse en todas las fases del 
ciclo de vida algorítmico, no solo declararse. La investigación evidencia que un algo-
ritmo bancario puede demostrar equidad estadística según métricas técnicas, pero los 
usuarios pueden percibir injusticia en sus resultados. Esta desconexión ocurre porque la 
equidad matemática no siempre coincide con la equidad experiencial que las personas 
consideran justa en sus contextos reales. Por tanto, la implementación efectiva de prin-
cipios éticos requiere trascender el cumplimiento formal e incorporar las dimensiones 
humanas de la justicia algorítmica.

En segundo lugar, los métodos de gobernanza algorítmica que se han detectado —
comités interdisciplinarios, auditorías éticas, interfaces explicativas, documentación de 
decisiones y capacitación ética transversal— son progresos notables. Sin embargo, su 
implementación sigue siendo escasa y desigualmente aplicada. La literatura analizada 
indica que es necesario coordinar prácticas organizacionales, técnicas y normativas 
para alcanzar una gobernanza efectiva, con un foco de atención especial en la super-
visión humana y la trazabilidad.

Por último, se observan diferencias importantes entre los principios éticos que se han 
declarado y su aplicación práctica. La falta de estímulos institucionales para el desarrollo 
responsable, la fragmentación regulatoria y la falta de transparencia algorítmica son ejem-
plos de cómo se expresan estas brechas. Con el objetivo de cerrar estas brechas, se sugiere 
promover la participación de los usuarios en los procesos de validación, fortalecer la capac-
itación ética de los equipos técnicos y avanzar hacia marcos regulatorios adaptativos.
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